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About me

• Ph.D. Michigan State in Env. Engr.
• Postdoc Lawrence Berkeley National Lab
• Associate Editor, Water Resources Research

Specialty Chief Editor, Frontiers in Water: 
Water and AI.
• “Grew up” as a process-based modeler, 

solving PDEs. See both sides of the story.
• Got into ML since 2016. 
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Overview
• What is the fundamental strengths of ML models compared to process-

based models?
• What is differentiable modeling (DM) in geosciences? 
• What can DM bring into global hydrology?
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Shen et al., 2023 Nature Reviews Earth & 
Environment https://t.co/qyuAzYPA6Y



Process-based Earth-system models were highly 
valuable but some challenges emerged…

• Increasing complexity
• Difficult to evolve quickly with 

more big data.
• May contain problematic 

assumptions.
• Influenced by human intuition 

& biases
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What is DL and why DL?
a rebranding of neural networks featuring
(i) Large capacity
(ii) Hidden layers that automatically extract features
(iii) Improved architecture/regularization
(iv) Working directly with data

a primary value proposition is the 
avoidance of expertise!

𝑿 à 𝒀

Three phases
1. Use ML to learn where the limit is.
2. Understand the gaps in our knowledge.
3. Using ML to unify across domains.



Hydrologic DL phase 1.
A hydrologic model w/o structural assumptions…
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Atm. Forcings (x)

(optional) Land Surface 
Model (Noah) solutions

y (soil moisture, 
streamflow, water  

quality, etc.)

Target

train

Soil texture, slope, land cover, 
irrigation, depth to water table, 

etc (A)

(x)

(y)𝒚 = 𝐷𝐿(𝒙, 𝑨)

à Free from structural assumptions
à A chance to start anew!
à A chance to see where the limit is!



Case studies– first phase of 
DL in water 
• Soil Moisture Active Passive (SMAP)

• Launched recently (2015/04)
• 2~3 days revisit time 
• Senses moisture-dependent top surface soil

• Streamflow modeling
• Daily data 
• Accompanying attributes
• With reservoirs, in data-sparse regions

• Dissolved oxygen
• Water temperature
• Sediment
• Snow water equivalent
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Gridded models

Basin-scale models



Long-term projections (first-phase of DL in 
hydrology)
• Examined comparison with in-situ data & long-term projections
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Fang et al., 2017
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Better

Basin-scale models

Shows us the 
information limit!



Short-term forecast
• Traditional “data assimilation” scheme

Simulation à Observation – (ENKF) à Correction

Qt-1, Qt-2, etc

Observation à Corrected Simulation

Choices: covariance matrix, what to include,
how to solve, bias correction, etc.
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Sparse-data region
• Transfer learning
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Ma et al., WRR
https://doi.org/10.1029/2020WR028600

1 year local data

Basis of ChatGPT!

https://doi.org/10.1029/2020WR028600


Multiscale soil moisture – learning from two 
teachers
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High-res sim In-situ data

Co
ar

se
n

Low-res sim Satellite data



Water quality
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Dissolved Oxygen

Nitrate
Water temperature



15

pure DL models

@ChaopengShen

Human modelers

We need hybrids



Phase 2: How to surpass the teacher (training 
data)
Training data often have limitations:
Resolution, accuracy, time interval, availability (unobserved variables), 
geographical imbalance, not enough extremes, not capturing 
nonstationarity…

How to overcome such limitations?
• Inclusion of physics
• Learning about physics.
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Similarity & Differences between deep learning 
(DL) and process-based models (PBM)?
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Purely data-driven NNs
Purely process-based 

models
Similarities

𝑦 = 𝑔! 𝑢, 𝑥, 𝐴
𝑊 = 𝑎𝑟𝑔𝑚𝑖𝑛(𝐿(𝑦, 𝑦∗))

𝑦 = 𝑓#(𝑢, 𝑥, 𝐴)
𝜃 = 𝑎𝑟𝑔𝑚𝑖𝑛(𝐿(𝑦, 𝑦∗))

This Photo by Unknown Author is licensed under CC BY-NC

This Photo by Unknown Author is licensed under CC BY-SA

The secret? Differentiable 
programming!

https://freepngimg.com/png/25091-spaceship-photo
https://creativecommons.org/licenses/by-nc/3.0/
https://www.deviantart.com/taurus-chaoslord/art/OC-French-Knight-489886379
https://creativecommons.org/licenses/by-sa/3.0/


What does “Differentiable” mean?
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• The ability to rapidly compute gradients 34
35

• Enabling training by gradient descent
Adjoint State methodAutomatic differentiation



Differentiable parameter learning
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𝜃 = 𝑔!(𝐴)

𝜃 = 𝑔!(𝐴, 𝑥" , 𝑧")

data



Point #1. Data scaling relationships (network effect?)

Tsai et al. 2021, Nature Communications
M

or
e t

rai
nin

g d
ata

1.dPL = SCEUA for lowest RMSE

2.dPL scales better with more data

3.Orders of magnitude more efficient

4. (not shown) better results for 
untrained variables and better 
spatial generalization than 
traditional approach!

Relies on differentiable programming!



What is Differentiable Modeling (DM) in Geosciences?
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2 perspectives

DM

• NNs mixed w/ process-based equations (priors)
• The priors constrain the learning to an 

interpretable scope.
• intermediate physical variables.
• Update our knowledge and learn unrecognized 

relationships from data.
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Differentiable, learnable models to learn 
functions

Evolve model structure

Rewritten in PyTorch



Approaching LSTM! 
But….

• Output untrained variables.
• Multivariate constraints.
• It can help us answer 

questions!
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CD
F

NSE

Q-Daymet Q-NLDAS

Evapotranspiration
Baseflow

Caveat: not using the ensemble
-- first iteration. Priors do matter.

• Output untrained variables.
• Multivariate constraints.
• It can help us answer 

questions!



A systematic way to grow our model…

24PBM PBM+dPL

dPL+full grown PBM



25

What can DM bring to 
global hydrology?

• Spatial extrapolation in data-
sparse regions
• Extremes
• Learn robust unknown functions
• Human dynamics or unknown 

physcs
• Correct forcings

ET

Runoff

Produced by differentiable models
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Differentiable models extrapolation better

For PUR



New model
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⁄𝑅 𝑃6 = ⁄𝑆7 𝐹8 9
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Learning unknown relationships from data (in preparation)

⁄𝑅 𝑃6 = 𝐴𝑁𝑁(β∗, 𝐹8 , 𝑆/, ⁄𝑆/ 𝐹0 , 𝑃1)
Blue line: original power law relation
Red dots: ANN simulations
Black lines: continuous plotting of ANN functions



How is differentiable modeling different from 
physics-guided ML?

Physics-guided ML Differentiable modeling
Goal Use physics to constrain ML

à Improve ML generalization
Use ML to learn unknown relationships 
and improve simulation quality
à Advance our process understanding

Approach May not be differentiable; Various 
approaches like modifying the loss 
function

Differentiable; end-to-end training

Philosophy Physical laws is treated as ground 
truth

Constantly seeking to improve our 
equations
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Example 4. Ecosystem modeling: photosynthesis

Le
ar

ne
d

CLM4.5
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Example 4. Ecosystem modeling: photosynthesis

Discovering environmental dependencies of 
previously PFT-dependent parameter  
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Example 4. Differentiable routing model



Example 5. Water temperature modeling Prior assumptions matter!



Example 6. Fusion of forcings (in preparation)

Simulation Forcings
Median 
NSE

Median 
KGE

Low flow RMSE 
(mm/day)

High Flow RMSE 
(mm/day)

Single forcing w/o 
bias corr

Daymet 0.737 0.728 0.134 3.990

Multiforcing with 
bias correction

Daymet, 
Maurer, NLDAS

0.770 0.780 0.082 3.414

NLDAS (0.56) > Daymet (0.41) > Maurer (0.03)

Low bias



Future

• All kinds of models will be differentiable
• Climate change impact assessment will be done using high-quality 

models that have absorbed big data
• Many theories will be rewritten
• WaterGPT?
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Runoff



Thank you!

CUAHSI cyberseminar series 
on BDML
WRR special issue on BDML

AGU Editor’s review
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